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Introduced by Sen. GONZALEZ -- read twi ce and ordered printed, and when

printed to be conmitted to the Conmittee on Rules -- recommitted to
the Comrittee on Internet and Technology in accordance w th Senate
Rule 6, sec. 8 -- conmttee discharged, bill anmended, ordered

reprinted as amended and recommitted to said committee

AN ACT to anend the state technology law, in relation to autonated deci-
si on- maki ng by state agencies

The People of the State of New York, represented in Senate and Assem
bly, do enact as foll ows:

Section 1. Short title. This act shall be known and may be cited as
the "legislative oversight of autonmated decision-making in governnent
act (LOAD nG Act)".

§ 2. The state technology | aw is anended by adding a new article 4 to
read as foll ows:

ARTICLE |V
AUTOVATED DECI SI ON- MAKI NG | N STATE GOVERNMVENT
Section 401. Definitions.
402. Use of automated deci sion-naking systens by agenci es.
403. | npact assessnents.

8 401. Definitions. For the purpose of this article:

1. "Automated decision-nmeking system shall nean any software that
uses algorithms, conputational nodels, or artificial intelligence tech-
ni ques, or a conbination thereof, to autonate, support., or replace human
decision-nmaking and shall include, wthout linmtation, systens that
process data, and apply predefined rules or nachine learning algorithns
to analyze such data, and generate conclusions, reconmendations,
out cones, assunptions, projections, or predictions wthout neaningful
human review and discretion. "Autonated decision-making systent shal
not include any software used primarily for basic conputerized proc-
esses, such as calculators, spellcheck tools, autocorrect functions,
spreadsheets, electronic communications, or any tool that relates only

EXPLANATI ON--Matter in italics (underscored) is new, matter in brackets
[-] is oldlawto be omtted.
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to internal managenent affairs such as ordering office supplies or proc-
essing paynents, and that do not materially affect the rights, |iber-

ties, benefits, safety or welfare of any individual within the state.

2. "State agency" shall nean any departnment, public authority, board,
bureau, conmi ssion., division, office, council, committee or officer of
the state. Such ternms shall not include the legislature or judiciary.

3. "Public assistance benefit" shall nean any service or programwth-
in the control of the state, or benefit provided by the state to indi-
vi dual s or households, including but not limted to public assistance,
cash assistance, grants, child care assistance, housing assistance,
unenpl oynent benefits, transportation benefits, education assistance,
donmestic violence services, and any other assistance or benefit within
the authority of the state to grant to individuals wthin the state.
This shall not include any federal programthat is adm nistered by the
federal governnment or the state.

8 402. Use of autonmted decision-making systens by agencies. 1. Any
state agency, or any entity acting on behalf of such agency. shall be
prohibited from directly or indirectly, utilizing or applying any auto-
nat ed deci sion-naking systemin perfornmng any function that: (a) is
related to the delivery of any public assistance benefit; (b) will have
a material inpact on the rights, civil liberties, safety or welfare of
any individual wthin the state; or (c) affects any statutorily or
constitutionally provided right of an individual; unless such wutiliza-
tion or application of the autonated decision-making systemis specif-
ically authorized in | aw

2. No state agency shall authorize any procurenent, purchase or acqui -
sition of any service or system wutilizing, or relying on, automated
decision-naking systens prohibited in subdivision one of this section
except where the use of such systemis specifically authorized in | aw

8 403. Inpact assessnents. 1. No state agency shall utilize or apply
any automated decision-making system unless the state agency, or an
entity acting on behalf of such state agency, shall have conducted an
inpact assessnent for the application and use of such automated deci -
sion-nmaking system Following the first inpact assessnent, an inpact
assessnent shall be conducted at | east once every two vears. An inpact
assessnent shall be conducted prior to any material change to the auto-
mated decision-making system that may change the outcone or effect of

such system Such inpact assessnents shall include:
(a) a description of the objectives of the automated decision-naking
system

(b) an evaluation of the ability of the automated decision-neking
systemto achieve its stated objectives;

(c) a description and evaluation of the objectives and devel opnent of
the aut omat ed deci si on-neki ng i ncl udi ng:

(i) a summry of the underlying algorithns, conputational npdes., and
artificial intelligence tools that are used within the automated deci -
si on- maki ng system and

i the design and training data used to devel op the automated deci -
si on- maki ng system process;

(d) testing for:

(i) accuracy, fairness, bias and discrimnation, and an assessnent of
whet her the use of the autonmated decision-naking system produces discri-
mnatory results on the basis of a consuner's or a class of consuners
actual or perceived race, color, ethnicity, religion. national origin,
sex, gender., gender identity, sexual orientation, famlial status. biom
etric information, lawful source of incone, or disability and outlines
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mtigations for any identified performance differences in outcones
across relevant groups inpacted by such use;

(ii) any cybersecurity vulnerabilities and privacy risks resulting
fromthe deploynent and use of the autonmated decision-nmaking system and
the devel opnent or existence of safeguards to nmitigate the risks;

(iii) any public health or safety risks resulting fromthe deploynent
and use of the autonnted deci sion-making system

(iv) any reasonably foreseeable m suse of the autonated deci sion-mk-
ing systemand the devel opment or existence of safeguards against such
n suse;

(e) the extent to which the deploynent and use of the automated deci -
sion-nmaking systemrequires input of sensitive and personal data, how
that data is used and stored, and any control users may have over their
data; and

(f) the notification nechanismor procedure, if any, by which individ-
uals inpacted by the utilization of the autonmated deci sion-nmaking system
may be notified of the use of such automated deci sion-naking system and
of the individual's personal data, and inforned of their rights and
options relating to such use.

2. Notwi thstanding the provisions of this article or any other law, if
an inpact assessnent finds that the autonmated decision-naking system
produces discrimnatory or biased outcones, the state agency shall cease
any utilization, application, or function of such automated decision-
maki ng system and of any information produced using such system

3. Any inpact assessment conducted pursuant to this subdivision shal
be submitted to the governor, the tenporary president of the senate, and
the speaker of the assenbly at least thirty days prior to the inplenen-
tation of the automated decision-nmaking systemthat is the subject of
such assessnent. The inpact statenent of an aut onmated deci sion-nmaking
systemthat is approved and utilized, shall be published on the website
of the relevant agency. If the state agency nakes a deternination that
the disclosure of any information required in the inpact assessnent
would result in a substantial negative inpact on health or safety of the
public, infringe upon the privacy rights of individuals, or significant-
ly inpair the state agency's ability to protect its information technol -
ogy or operational assets, it may redact such information, provided that
an explanatory statenent on the process by which the state agency nmde
such determnation is published along with the redacted inpact assess-
nent .

§ 3. Disclosure of existing autonmated decisi on-nmeki ng systens. Any
state agency, that directly or indirectly, utilizes an autonmated deci-
sion-making system as defined in section 401 of the state technol ogy
law, shall submt to the legislature a disclosure on the use of such
system no later than one year after the effective date of this section.
Such di scl osure shall include:

(a) a description of the autonated deci sion-making systemutilized by
such agency;

(b) a list of any software vendors related to such automated deci-
si on- maki ng system

(c) the date that the use of such system began;

(d) a summary of the purpose and use of such system including a
description of human decision-making and discretion supported or
repl aced by the autonmated deci si on-maki ng system

(e) whether any inpact assessnments for the autonated deci si on-maki ng
system were conducted and the dates and sumaries of the results of such
assessnments where applicable; and
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1 (f) any other information deened rel evant by the agency.
2 8§ 4. This act shall take effect imediately, provided that section two
3 of this act shall take effect one year after it shall have becone a | aw



